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[bookmark: _Toc212650288]Policy Statement 
This policy outlines the framework for the use of Generative Artificial Intelligence (AI) by learners and staff at Axia Solutions. It is guided by the Department for Education Policy Paper on AI in education[footnoteRef:1], the Joint Council for Qualifications (JCQ) guidance for AI Use and protecting quality of qualifications[footnoteRef:2] and the JISC Principles for the use of AI in Further Education[footnoteRef:3]. [1: https://www.gov.uk/government/publications/generative-artificial-intelligence-in-education/generative-artificial-intelligence-ai-in-education]  [2:  https://www.jcq.org.uk/exams-office/malpractice/artificial-intelligence/]  [3:  https://nationalcentreforai.jiscinvolve.org/wp/2024/03/08/principles-for-the-use-of-ai-in-fe-colleges/] 

[bookmark: _Toc212650289]Purpose 
This policy provides clear guidance for the use and management of AI within Axia’s educational settings – ensuring ethical and legal compliance, data security and safeguarding whilst allowing the use of AI as a resource to enrich the educational experience.
Supporting learners to understand generative AI will support their future education and employment prospects. Helping learners to understand how it could change their role, their industry and their career can help them identify the opportunities it could create for them. Equally it is important that they understand the restrictions, limitations and legal parameters for its usage. 


[bookmark: _Toc212650290]Principles of AI Usage
The use of AI at Axia Solutions follows the 6 principles for AI use in Further Education developed by JISC and the Association of Colleges. 

1. [bookmark: _Toc212650291]Safe, Ethical and Responsible use
Learners and Staff understand how AI will and can be used whilst at Axia and are supported to develop their own approach to the usage of AI, both in and outside of Axia.

Learners and Staff are informed about how generative AI works, including how submitted data may be used to train AI tools. They are also advised of the risks of submitting personal or sensitive data to AI tools. It is made clear that relevant data protection legislation applies at all times when using AI. 

As an organisation Axia is aware of the intellectual property rights associated with the use of learner or staff generated work and do not allow the usage of this to train any AI models without clear and informed consent from all parties. 

2. [bookmark: _Toc212650292]AI Skills Development and Appropriate use for learners
AI Literacy is an important skill to develop given the pace at which AI is evolving. The development of AI Literacy at Axia sits alongside the development of general IT skills and understanding of data privacy and cyber-security. Often these skills will be workplace or industry specific, learners and trainers are encouraged to explore context-specific AI usage. 
3. [bookmark: _Toc212650293]Maximising the value of AI for staff
AI can be used within the parameters of this document and associated policies/guidance to generate new learning and teaching opportunities. All staff are encouraged to explore the use of AI to support their teaching and supported to identify where AI could improve what they offer to learners. Examples of potential AI usage by staff include transcribing recorded teaching sessions through to enhanced resource development and lesson planning.
4. [bookmark: _Toc212650294]Ensuring access to AI tools for learners
Access to AI tools for learners will usually be limited by their employer’s provision of AI tools and the availability of low-cost or free AI tools. Axia will work to enable all learners to access AI as easily as possible and to avoid any discrimination or disadvantaging of learners if access is restricted for any reason. 
5. [bookmark: _Toc212650295]Maintaining Academic Integrity
Learners are provided with clear guidance on the appropriate usage of AI in their work submitted for assessment. This policy also provides clear guidance on acceptable and unacceptable use. This policy sits alongside Axia’s existing Malpractice and Whistleblowing Policy, Acceptable Use Policy and GDPR Policy to make Axia’s stance on generative AI usage clear.
Axia makes use of available AI detection technology as part of a wider AI detection approach – staff are given support in ways they can identify the use (or misuse) of AI in learners work before resorting to AI detection technology and are also provided with training on the limitations of AI detection technology/software. 
6. [bookmark: _Toc212650296]Sharing Best Practice
Axia staff contribute to the development of best-practice AI usage by exploring options and usages with its network. In addition staff and learners are encouraged to explore AI-usage by employers and in their wider industry. 


[bookmark: _Toc212650297]Unacceptable Use and Behaviour 
Below are some examples of unacceptable AI use. This is not a complete-list but provided to give clear examples, any AI usage that constitutes malpractice or plagiarism would classify as unacceptable use.  
1. AI cannot be used to generate assessed work, unless it is explicitly outlined within the assessment guidance. This includes AI writing assistance tools that paraphrase, rewrite or summarise the learners own work as well as content generated directly from an AI via a learner prompt. This also includes rewriting tools that aim to disguise AI-generated content as human-written. This constitutes plagiarism/malpractice.

2. Where AI has been used as a source of information this must be acknowledged and referenced in the same way as any other source of information. This includes images or video generated by AI. Failure to do so is considered malpractice.

3. Using AI to generate a bibliography or references for learner-produced work is dishonest and demonstrates a lack of academic integrity. This constitutes malpractice. 

4. AI cannot be used as the sole-marker of any learner work. Whilst Axia does permit the use of some AI tools to support assessment of learner work any final assessment must be completed by a human assessor and be an assessment of the work in its entirety. If learner work is assessed exclusively using AI tools this would constitute malpractice. 

5. Using AI for any harmful, malicious or illegal activities is strictly prohibited. Sharing personal data or data that you don’t own is also prohibited. Each of these would be considered a breach of Axia’s Acceptable Use Policy. 

6. AI Note-taking tools are not permitted in taught-sessions unless every participant has given clear and explicit consent (the person who controls the note-taking bot is responsible for keeping a record of this as the data controller). These tools may collect data and information about other participants which may break privacy laws such as the Data Protection Act or GDPR. Recording any session without consent is strictly prohibited and may be a criminal act. Where AI Note-taking tools are used then the transcript and associated notes must be shared with all parties. No automated program or “bot” (AI or otherwise) is allowed to attend in your absence – if this occurs the bot will be removed and you may be sanctioned. 

Unacceptable use will result in disciplinary action including but not limited to warnings, suspension of IT access or expulsion from the associated course or qualification. There may also be legal consequences if the unacceptable usage breaks any associated laws. 

[bookmark: _Toc212650298]Acceptable use of AI tools
Below is a non-exhaustive set of examples of acceptable uses of AI. Where you’re unsure if your usage of AI is acceptable you should speak with your trainer.
1. AI tools, particularly chatbots like ChatGPT, Microsoft Copilot and Google Gemini, can be used as a “study partner” – using them for conversation, clarification and to mindmap ideas, in the same way that you would with a real-life study partner. 

2. Using AI tools to improve your writing by checking spelling, grammar and vocabulary – this is the same feature many will have used in Microsoft Office Spelling and Grammar checker. What isn’t acceptable is using AI to rephrase, rewrite or summarise your own or others’ work.

3. Using AI tools to format and layout your work, for example using AI to generate tables of written data you have collected, produce images and cover pages for assignments (where design and format is not a marked element) or using it to make sure your references are in the correct style. 

4. Using AI tools to help you understand complicated subjects or to help solidify your understanding. AI can be a fantastic tool to explain difficult content in language you understand – for example the “Explain Like I’m 5” concept can be used with AI Chatbots to simplify complex content. 
You should not share personal or sensitive data in AI tools. Learners must also abide by any AI policies or guidance from their employer. 


[bookmark: _Toc212650299]Referencing AI use
Learners must reference or acknowledge their use of AI tools whether the output from AI is used directly or not. 
Where AI is used to help inform work, but is not directly quoted or paraphrased in that work, learners and teaching staff should:
a) List the generative AI tool used (and version if applicable)
b) Provide the URL (web address) for the tool and the date it was used
c) Write a brief (1-2 sentence) statement of how the tool was used to support the production of the work e.g. 
i. Microsoft Copilot was used to format and organise data in a presentable format. That data collected and the analysis was my own work
ii. Google Gemini was used to help develop my understanding of XYZ and produce a mindmap of areas to research
iii. Chat GPT was used to generate a potential structure for this piece of work.
d) Supply non-editable versions (e.g. Screenshots) of the prompts used and the full answers/output of the tool
Where AI is directly referenced in their work, learners and teaching staff should:
a. Follow steps C and D above
b. Reference as they would for any other source, identifying the conversation/question they had with the tool e.g:
i. ChatGPT 5 – Response to question about XYZ, 31/10/2025. (https://chat.openai.com/)
ii. Imagen Nano Banana – XYZ [AI-Generated Image]. Created via Gemini, 31/10/2025 (https://gemini.google.com/)
iii. Canva Magic Charts – XYZ [AI-Generated chart], 31/10/2025 (https://www.canva.com/)
iv. Microsoft Excel Copilot – XYZ [AI data analysis and chart tool], 31/10/2025 (https://www.microsoft.com/en-gb/microsoft-365/copilot

[bookmark: _Toc212650300]The Golden Rule
When in doubt, acknowledge it. If you’re unsure it is easier to acknowledge AI usage as it demonstrates you have no intent to misuse or deceitfully use AI. 


[bookmark: _Toc212650301]Review
Axia’s Generative Artificial Intelligence Policy is reviewed every 6 months to reflect the pace of technological changes. 

	Reviewed 6-monthly

	Last Review Date
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	Next Review Date
	April 2026
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